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Principles of Congestion Control
EEIG R IE

Congestion: i+ & _Fr % 7
3 informally: "foo many sources sending too much
data too fast for network to handle”
PR fodm s 5 KR A
3 different from flow controll foix £ #2417
J manifestations: ¢ # 4 5" 45
O lost packets (buffer overflow at routers)
ite
O long delays (queueing in router buffers)
B

7 a top-10 problem!
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Causes/costs of congestion: scenario 1
F BBz, - L4 BRI EWEE R d B

o
Host A % o xom
7 two senders, two gy Oromel deta
receivers
Host B unlimited shared
J ohe POUTer‘, S output link buffers
infinite buffers p=
7 no retransmission 7
A3 £ g
cr4 . 7 large delays
- S when congested
3 O :
< T maxXimum
achievable
throughput

|
'y C/2
in
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Causes/costs of congestion: scenario 2

e e Y - A A 5 L& 24 — =5 » 2 2
B BBz - D E3 3 NERE IR SELd F

| 24 24

7 one router, finite buffers
7 sender retransmission of lost packet 4+ i £ pF & &

Host A

A, : original data Aout

N, - original data, plus 4
retransmitted data

Host B

finite shared output
link buffers
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Causes/costs of congestion: scenario 2

7 always: A, = kout (goodput)
in '
7 “perfect” retransmission only when loss: ), > A

IN

outa. .,

I retransmission of delayed (not lost) packet makes kin larger

(than perfect case) for same A

R/2 {--m-mmmm s .

Ko

a

R/2

kout

R/2

R/3

out

b

"costs” of congestion: # 3 etk i}
7 more work (retrans) for given "goodput” £ &
7 unneeded retransmissions: link carries multiple copies of pkt

I ek

R/2

R/2

R/2
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Causes/costs of congestion:
scenario 3

J four senders = i #i% 3 Q: what happens as A\
3 multihop paths % i i and ) increase ? "
7 timeout/retransmit n

rostA A, : original data Mou

A, original data, plus
retransmitted data

finite shared output
lipk buffers

Host B

e

NN —
11
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Causes/costs of congestion: scenario 3

C/2 ~ i

5
®)
c'<

k!
N
Another "cost” of congestion:

3 when packet dropped, any "upstream transmission
capacity used for that packet was wasted!
A W R
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Approaches towards congestion control
F e 2

Two broad approaches towards congestion control:

End-end congestion Network-assisted
control: B4 EEE: 4 congestion control:

7 no explicit feedback from 4 ji% 12, p4
network .7 ¢ §1 7 routers provide feedback

7 congestion inferred from to end systems
an-sy:tﬂ g?se';ved loss, > single bit indicating

elay o {5 congestion (SNA,

7 approach taken by TCP DECbit, TCP/IP ECN,

TCPi& * it fb = i ATM) * 1bit k47 2 %

O explicit rate sender
should send at
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Case study: ATM ABR congestion control

#= 5] © ATM ABR %% 7 4

ABR: available bit rate:

3 “elastic service”

7 if sender's path
"underloaded": # gz s iw

O sender should use
available bandwidth

7 if sender's path
congested: #z sykin

O sender throttled to
minimum guaranteed
rate

RM (resource management)
cells: Fihg mE ~

7 sent by sender, interspersed
with data cells

73 bits in RM cell set by switches
("network-assisted”)

O NI bit: no increase in rate
(mild congestion)

O CT bit: congestion
indication
3 RM cells returned to sender by
receiver, with bits intact
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Case study: ATM ABR congestion control

I RM cells
source I:l data cells destination

Switch Switch

pILILg

7 two-byte ER (explicit rate) field in RM cell

O congested switch may lower ER value in cell
O sender’ send rate thus maximum supportable rate on path

7 EFCI bit in data cells: set to 1 in congested switch

O if data cell preceding RM cell has EFCI set, sender sets CI
bit in returned RM cell
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Chapter 3 outline
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TCP 7 5= ##1
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TCP congestion control: additive increase,

multiplicative decrease
3 Approach: increase transmission rate (window size),
probing for usable bandwidth, until loss occurs

O additive increase: increase CongWin by 1 MSS
every RTT until loss detected 7 4r %3y

O multiplicative decrease. cut CongWin in half after
loss & #ifiR

24 Kbytes —

Saw tooth
behavior: probing
for bandwidth

16 Kbytes —

8 Kbytes —

congestion window size

time
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TCP Congestion Control: details
TCP # % ¥4

I sender limits transmission: How does sender perceive
congestion?

LastByteSent-LastByteAcked
. e rip w4 R Y
< CongWin
7 loss event = timeout or 3
7 Roughly, duplica‘re acks
fo Coanin WEFNZ TR ﬂ Jacks
rare = RTT  BYfes/sec | 5 TCP sender reduces rate

(CongWin) after loss event

7 CongWin is dynamic, function FIWMEE RS BEER
of perceived network three mechanisms:
conhgestion O AIMD
FETRAE TR D FRR O slow start g g
E R AR TR o O conservative after fimeout

events v B FE %
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TCP Slow Start :# fr#s

7 When connection begins, 3 When connection begins,

CongWin = 1 MSS increase rate
o Example: MSS = 500 exponentially fast until
bytes & RTT = 200 msec first loss event
O initial rate = 25 kbps SRR & ATI R
3 available bandwidth may 4% - x3te g4

be >> MSS/RTT

O desirable to quickly ramp
up to respectable rate
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TCP Slow Start (more) & fx#s

7 When connection
begins, increase rate
exponentially until
first loss event:

O double congWin every
RTT & i34 4c

O done by incrementing
CongWin for every ACK
received

7 Summary: initial rate
is slow but ramps up
exponentially fast

@Hos‘r A

Host B lb
W

%

ur segments

«—RTT—

time

|
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Refinement

Q: When should the
exponential
increase switch to 149 TCP Series 2 Reno
linear?

A: When CongWin
gets to 1/2 of its
value before
timeout. 2-

_| Threshold

Threshold

Transmission round

TCP Series 1 Tahoe

11T 11 11 1T 1T 1T T 17 T T"]
o1 2 3 4 5 6 7 8 910111213 14 15

ImplemenTGTlon: Transrrission round
3 Variable Threshold

7 At loss event, Threshold is 1~8,9~12 slow start i fc#
set to 1/2 of CongWin just 4~8,12~15 AIMD

before loss event 8~9 Timeout
(slow start agin)
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Refinement: inferring loss

J After 3 dup ACKs: £ Kack
O CongWin is cut in half

) —— Philosophy:
CongWinj: +
o window then grows a 3 dup ACKs indicates
linearly st 14 3 4« network capable of

delivering some segments
a timeout indicates a
"more alarming”
congestion scenario

3 But after timeout event:
O CongWin instead set to
1 MSS; ® & =1
O window then grows

exponentially fﬁﬁ?ﬁf‘gﬁ
O to a threshold, then

grows linearly
T R 4 - X B—d%: ’ %E{'}ii\g A Transport Layer 3-98



Summary: TCP Congestion Control

7 When CongWin is below Threshold, sender in
slow-start phase, window grows exponentially.
MR s B

7 When CongWin is above Threshold, sender is in
congestion-avoidance phase, window grows linearly.

B EIF R

3 When a triple duplicate ACK occurs, Threshold
set to CongWin/2 and CongWin set to
Threshold. = B £ % ACK#% £

7 When timeout occurs, Threshold set to
CongWin/2 and CongWin is set to 1 MSS.

IR el
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TCP sender congestion control

State Event TCP Sender Action Commentary
Slow Start ACK receipt | CongWin = CongWin + MSS, Resulting in a doubling of
(SS) for previously | If (CongWin > Threshold) CongWin every RTT
unacked set state to “Congestion
data Avoidance”
Congestion ACK receipt | CongWin = CongWin+MSS * Additive increase, resulting
Avoidance for previously | (MSS/CongWin) in increase of CongWin by
(CA) unacked 1 MSS every RTT
data
SS or CA Loss event Threshold = CongWin/2, Fast recovery,
detected by | CongWin = Threshold, implementing multiplicative
triple Set state to “Congestion decrease. CongWin will not
duplicate Avoidance” drop below 1 MSS.
ACK
SS or CA Timeout Threshold = CongWin/2, Enter slow start
CongWin = 1 MSS,
Set state to “Slow Start”
SS or CA Duplicate Increment duplicate ACK count | CongWin and Threshold not
ACK for segment being acked changed
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TCP Fairness = -t 4+

Fairness goal: if K TCP sessions share same
bottleneck link of bandwidth R, each should have
average rate of R/K L5 * 47 %

TCP connection 1

= >
TCP @/boﬁleneck

connection 2 rou’fer
capacity R
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Why is TCP fair? TCP 2 T e 7]

Two competing sessions:
7 Additive increase gives slope of 1, as throughout increases
I multiplicative decrease decreases throughput proportionally

equal bandwidth share

loss: decrease window by factor of 2
congestion avoidance: additive increase

loss: decrease window by factor of 2
congestion avoidance: additive increase

Connection 2 throughput

Connection 1 throughput R
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Fairness (more)

Fairness and UDP Fairness and parallel TCP
7 Multimedia apps often ~ connections
do not use TCP 3 nothing prevents app from

O do not want rate opening .Ple'G”el
throttled by congestion connections between 2

control i & % & i hosts. Ie Prfcds 5 5@ 5
J Instead use UDP: 7 Web browsers do this
7 punp audideot 3 Examplet link of rate R
packet loss supporting 9 connections;
7 Research area: TCP ” L‘g}"’e“g}’lgﬂs for 1 TCP, gets
friendly O nhew app asks for 11 TCPs,
gets R/2 |
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Chapter 3: Summary

3 principles behind transport
layer services:

O multiplexing,
demultiplexing

O reliable data transfer

o flow control Next:

O congestion control 7 leaving the network
7 instantiation and “edge” (application,

implementation in the transport layers)

Internet 7 into the network

o UDP “core”

o TCP
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